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Finding Meaning in this Presentation
Laugh, cry, or go to sleep  but please turn off your phones

It s never been that funny 
To watch your app go down,To watch your app go down,
And thanks to all your users
It s the slowest site in town.



Disclaimer



Common Sense Trumps Dogma 
Take everything with a grain of saltTake everything with a grain of salt

There will be real-world situations in which the There will be real-world situations in which the 
principles from this presentation will be wrong. 
Always use common sense.
Any similarity of material in this presentation to Any similarity of material in this presentation to 
disasters that you have witnessed, either real or 
imagined, is purely coincidental.imagined, is purely coincidental.



The Internet is the most important The Internet is the most important 
single development in the history 
of human communication since the 
invention of call waiting.

- Dave Barry
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Optimize performance assuming that it will Optimize performance assuming that it will 
translate to scalability

Devil and Angel pictures © Duthie Associates, Inc 
www.duthielearning.com Used by permission.

http://www.duthielearning.comUsed


Performance and Scalability
Never as simple as it seems Never as simple as it seems 

Quick definitionQuick definition
Performance: Wall Clock time to completion
Scalability: The ability to add resources to increase the 
capacity of a systemcapacity of a system

Goals: Why Care?
Performance: Make the single-user scenario faster

Eliminate algorithmic inefficiencyEliminate algorithmic inefficiency
Focus on expensive queries and high-latency 
operations

Scalability: Support many users
Quantify resources required for growth



Raw Performance versus Scalability
Are you optimizing for two servers, or two hundred?Are you optimizing for two servers, or two hundred?

Optimize performance by 10%Optimize performance by 10%
10% improvement regardless of the number of servers

Increase the Scaling Factor by 10% (0.90 to 0.99)
2 servers: 5% improvement2 servers: 5% improvement
4 servers: 15% improvement
8 server: 36% improvement
16 servers: 82% improvement

This doesn t even take system bottlenecks into 
considerationconsideration

Potential orders of magnitude improvement!



Technological progress has merely Technological progress has merely 
provided us with more efficient 
means for going backwards.

- Aldous Huxley- Aldous Huxley
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Ignore the potential impact of performance on Ignore the potential impact of performance on 
scalability (and vice-versa)
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Skewed Access Patterns
Or, How to rig a benchmark Or, How to rig a benchmark 

Access patterns are not uniform!Access patterns are not uniform!
Most benchmarks tend towards uniform access 

so products will show linear scalability 
that your applications will never see

 
that your applications will never see

Skewing creates Hot Spots
Great for read-mostly cache-intensive applications
Horrible for write-intensive applications



Impact of Performance on Scalability
It s all about the Hot Spots!It s all about the Hot Spots!

In write-intensive applications, data consistency In write-intensive applications, data consistency 
requirements result in serial execution
Serial execution creates data Hot Spots
Due to Hot Spots, high-end scale is limited by serial Due to Hot Spots, high-end scale is limited by serial 
performance



Example: Foreign Exchange
For those of you who have abandoned the gold standardFor those of you who have abandoned the gold standard

USD-EUR trading is 40% of the marketUSD-EUR trading is 40% of the market
Updates to that instrument are inherently serial
Dedicate an entire server to USD-EUR

If one server can handle 40% of the marketIf one server can handle 40% of the market

 

then another 1.5 servers can handle the other 60%

No theoretical increase in matching capacity is No theoretical increase in matching capacity is 
possible beyond three servers



Example: Serial Bottlenecks

Same load on four servers
Linear scale to 
two servers

Load can only grow by 60% 
before bottlenecking

Beyond three, additional servers add no capacity!Beyond three, additional servers add no capacity!



Impact of Scalability on Performance
Queue Theory, or: When it rains, it pours Queue Theory, or: When it rains, it pours 

Inability to scale sufficiently will kill performanceInability to scale sufficiently will kill performance
Service overloads increase request queue depth
Even minor overloads can bring massive wait times

Service queues are just like credit cardsService queues are just like credit cards
Paid off regularly: Empty or near empty queues

When a service keeps pace, the queue never backs up
In debt: Deep and getting deeper

If the service loses pace, the queue can expand 
indefinitelyindefinitely



Example: Response Times
Does it remind you of online shopping at Christmas?Does it remind you of online shopping at Christmas?

Client averages 10 requests per secondClient averages 10 requests per second
Service supports 8, 10 or 12 requests per second

R e q u e s t s

R e s p o n s e T i m e @ 8 / s e c

R e s p o n s e T i m e @ 1 0 / s e c

R e s p o n s e T i m e @ 1 2 / s e c

1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5



I think computer viruses should I think computer viruses should 
count as life. I think it says 
something about human nature 
that the only form of life we have 
created so far is purely created so far is purely 
destructive.  We ve created life in 
our own image.

- Stephen Hawking# 9 - Stephen Hawking

Assume you are smarter than the Assume you are smarter than the 
infrastructure



Pet Shop Inventory
Fish are friends, not foodFish are friends, not food

public class PetShopInventory { 
public synchronized boolean trade(Pet oldPet, Pet newPet) {public synchronized boolean trade(Pet oldPet, Pet newPet) {

if (m_inv.contains(newPet)) {
m_inv.remove(newPet);
m_inv.add(oldPet);
return true;return true;

}
return false;

}

public boolean buy(Pet pet) {public boolean buy(Pet pet) {
return m_inv.remove(pet);

}

private final List m_inv =private final List m_inv =
Collections.synchronizedList(new ArrayList());

}

Inspired by http://www.javaconcurrencyinpractice.com/listings/ListHelpers.java (Brian Goetz and Tim Peierls)

http://www.javaconcurrencyinpractice.com/listings/ListHelpers.java


Threading Violations
Shared Mutable StateShared Mutable State

Who hasn t done this?Who hasn t done this?
Singletons e.g. product inventory
Hashtable caches

Potential ProblemsPotential Problems
Multi-threaded programming is hard  to do well
Both data corruption and visibility problems can occur
Thread pool depletion from blocking operations
Opportunity for thread-level deadlock

The container may be able to helpThe container may be able to help
JSR 236/237: Timer and Work Manager APIs



Resource Violations
Keep your hands where I can see themKeep your hands where I can see them

File systemsFile systems
Putting a JCA adapter on a File1 does not make it a 
transactional resource!

XA impostorsXA impostors
Implement the interface  but not the behaviour!

Managing your own sockets

1. Inspired by http://www.theserverside.com/news/thread.tss?thread_id=33341

http://www.theserverside.com/news/thread.tss?thread_id=33341


Reinvent the Wheel
Other ways to be smarter than the infrastructureOther ways to be smarter than the infrastructure

Replace built-in functionalityReplace built-in functionality
We had to build our own connection pool 
JMS is too heavy-weight, so we 

Reinvent available frameworks and librariesReinvent available frameworks and libraries
Anyone can build a better web framework than Struts
Hibernate just didn t support our domain model 
I built my own Dependency Injection framework because 

Spring is too bloated



Everybody gets so much Everybody gets so much 
information all day long that they 
lose their common sense.

- Gertrude Stein- Gertrude Stein
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Follow the rules blindlyFollow the rules blindly



An Application Server is not magic
When it s your application running in your environmentWhen it s your application running in your environment

The implications of breaking the rulesThe implications of breaking the rules
Working against the application server, e.g. security
Additional responsibilities may not be obvious

The benefits of being able to break the rulesThe benefits of being able to break the rules
Some impossible things become possible
Some difficult things become simple

Example: FTP
FTP is still in common use for application integration
Sending files via FTP can require socket I/OSending files via FTP can require socket I/O
Receiving FTP d files can require file I/O



Men have become the tools of Men have become the tools of 
their tools.

- Henry David Thoreau
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Abuse the databaseAbuse the database



Abuse the Database 
When the only tool you have is a hammer When the only tool you have is a hammer 

Pro: Information consistency and durabilityPro: Information consistency and durability
Con: Scale-out is limited and costly
Avoid high volume, low value tasks

Request State, LoggingRequest State, Logging
Conversational State (HTTP sessions, etc)
File system responsibilities, non-transactional stateFile system responsibilities, non-transactional state

Rule of Thumb: Persistent and Transactional



Getting information off the Internet Getting information off the Internet 
is like taking a drink from a fire 
hydrant.

- Mitchell Kapor- Mitchell Kapor
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Avoid the databaseAvoid the database



Avoiding the Database altogether
Darling, I don t know why I go to extremesDarling, I don t know why I go to extremes

Sessions, Stateful Session Beans are insufficientSessions, Stateful Session Beans are insufficient
Can provide scalability and availability
Limited options for durability
Lacks information management and reportingLacks information management and reporting

Java object model
Does not support composable transactions
Persistence tends to be inefficient and brittle
Lacks information management and reporting

Persistent transactional state: Use a database!Persistent transactional state: Use a database!



I must have a prodigious quantity I must have a prodigious quantity 
of mind; it takes me as much as a 
week sometimes to make it up.

- Mark Twain- Mark Twain
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Introduce Single Points of BottleneckIntroduce Single Points of Bottleneck



Single Points of Bottleneck


